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Question Paper and Worked Solutions 
Please note, this document represents my own solutions to the questions, is entirely unofficial and is not related to 
the mark scheme (which I have not seen).  Therefore, while it should help you see how to do the questions, it won’t 
include every valid method or give you a break down of the mark allocation.  If you spot any errors, or think you have 
found a better solution, please email me so I can update it.   
 

 
1. 
a) 
In order: 3.3, 3.6, 3.7, 3.8, 3.9, 4, 4.1, 4.5, 4.6, 4.7, 4.8, 4.9, 5, 5.1, 5.2 
 

Median: 
15+1

2

𝑡ℎ
 number: 𝟒. 𝟓𝒌𝒈.   

Lower quartile: 
15+1

4

𝑡ℎ
 number: 3.8𝑘𝑔,  Upper quartile: 

3(15+1)

4

𝑡ℎ
 number: 4.9𝑘𝑔    ⟹     𝐼𝑄𝑅 = 4.9 − 3.8 = 𝟏. 𝟏𝒌𝒈 

 
b) 

𝑅𝑎𝑛𝑔𝑒 = 𝑚𝑎𝑥 − 𝑚𝑖𝑛 = 5.2 − 3.3 = 𝟏. 𝟗𝒌𝒈 
 
c) 
Each number is different, so the data set is multi-modal and every single number is a modal average.   
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2. 
a) 
i. 

𝑋~𝑁(7.5,1.62)     ⟹     𝑃(𝑥 < 10) = 𝑃 (𝑧 <
10 − 7.5

1.6
) = Φ(1.5625) = 0.94062 = 𝟎. 𝟗𝟒𝟏 𝒕𝒐 𝟑 𝒔. 𝒇. 

ii. 

𝑃(𝑥 > 6) = 𝑃 (𝑧 >
6 − 7.5

1.6
) = 𝑃(𝑧 > −0.9375) = 1 − 𝑃(𝑧 < 0.9375) = 1 − Φ(0.9375) = 𝟎. 𝟗𝟑𝟑 𝒕𝒐 𝟑 𝒔. 𝒇. 

iii. 
Note that 10 and 5 are symmetrical about the mean, 7.5.  Therefore 𝑃(5 < 𝑥 < 10) = 2(𝑃(𝑥 < 10) − 0.5) 
 

2(𝑃(𝑥 < 10) − 0.5) = 2(0.94062 − 0.5) = 0.88124 = 𝟎. 𝟖𝟖𝟏 𝒕𝒐 𝟑 𝒔. 𝒇. 
 
b) 

𝑌~𝑁(𝜇, 2.42) 
 

𝑃(𝑦 < 15) = 0.8    ⟹     𝑃 (𝑧 <
15 − 𝜇

2.4
) = 0.8    ⟹     Φ (

15 − 𝜇

2.4
) = 0.8    ⟹    

15 − 𝜇

2.4
= 0.8416 

 
⟹     15 − 𝜇 = 2.01984    ⟹     𝜇 = 12.9802 = 𝟏𝟑. 𝟎 𝒎𝒊𝒏𝒖𝒕𝒆𝒔 𝒕𝒐 𝟑 𝒔. 𝒇. 

 



 
 
3. 
a) 

𝑦 = 𝑎 + 𝑏𝑥    𝑤ℎ𝑒𝑟𝑒    𝑎 = �̅� − 𝑏�̅�    𝑎𝑛𝑑    𝑏 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 

 

𝑆𝑥𝑦 = ∑ 𝑥𝑦 −
∑ 𝑥 ∑ 𝑦

𝑛
= 29942 −

254 × 1163

10
= 401.8    𝑎𝑛𝑑    𝑆𝑥𝑥 = ∑ 𝑥2 −

(∑ 𝑥)2

𝑛
= 6924 −

2542

10
= 472.4 

 

𝑏 =
401.8

472.4
= 0.85055    �̅� =

∑ 𝑥

𝑛
=

254

10
= 25.4    𝑎𝑛𝑑    �̅� =

∑ 𝑦

𝑛
=

1163

10
= 116.3 

 
⟹     𝑎 = 116.3 − 0.85055(25.4) = 94.69603    ⟹     𝒚 = 𝟗𝟒. 𝟔𝟗𝟔𝟎𝟑 + 𝟎. 𝟖𝟓𝟎𝟓𝟓𝒙 

 
b) 

𝑥 = 30    ⟹     𝑦 = 94.69603 + 0.85055(30) = 𝟏𝟐𝟎. 𝟐𝟏𝟐𝟓𝟑 
c) 
i. 
𝑥 = 45 is beyond the range of the sampled data.  Extrapolation makes for less reliable predictions than interpolation.   
ii. 
The data set was for men of age 35 to 40.  An age of 50 is beyond the range sampled.   
d) 

𝑥 = 20    ⟹     𝑦 = 94.69603 + 0.85055(20) = 111.70703    ⟹     𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = 117 − 111.70703 = 𝟓. 𝟐𝟗𝟐𝟗𝟕 
e) 
My estimate, of 120.21253, is likely to be correct to within 2.71.  That is, 120.2 ± 2.71.   
  



 
 
4. 

 

a) 
i. 

𝑃(𝐴 ∪ 𝑀) = 𝑃(𝐴) + 𝑃(𝑀) − 𝑃(𝐴 ∩ 𝑀) 
 

= 0.7 + 0.55 − 0.45 = 𝟎. 𝟖 
ii. 

0.8 − 0.45 = 𝟎. 𝟑𝟓 
b) 
If events 𝐴 and 𝑀 are independent, then: 

𝑃(𝐴|𝑀) = 𝑃(𝐴)    𝑎𝑛𝑑    𝑃(𝑀|𝐴) = 𝑃(𝑀) 
But: 

𝑃(𝐴|𝑀) =
0.45

0.55
= 0. 8̇1̇ ≠ 𝑃(𝐴) = 0.7 

 

𝑃(𝑀|𝐴) =
0.45

0.7
= 0.64̇28571̇ ≠ 𝑃(𝑀) = 0.55 

 
Therefore not independent.   

 
 



c) 
𝑃(𝐴 ∩ 𝑀) = 0.45    ⟹     𝑃(𝐴 ∩ 𝑀 ∩ 𝐵 ∩ 𝑁) = 0.45 × 0.85 × 0.65 = 𝟎. 𝟐𝟒𝟖𝟔𝟐𝟓 

d) 
𝑃(¬𝐴 ∩ ¬𝑀 ∩ ¬𝐵 ∩ ¬𝑁) = 0.2 × 0.15 × 0.35 = 𝟎. 𝟎𝟏𝟎𝟓 

 

 
 
5. 
a) 
i. 

𝑆𝑥𝑦 = ∑ 𝑥𝑦 −
∑ 𝑥 ∑ 𝑦

𝑛
= 76001 −

696 × 1128

12
= 10577                𝑆𝑥𝑥 = ∑ 𝑥2 −

(∑ 𝑥)2

𝑛
= 46896 −

6962

12
= 6528 

 

𝑆𝑦𝑦 = ∑ 𝑦2 −
(∑ 𝑦)2

𝑛
= 129832 −

11282

12
= 23800            𝑟 =

𝑆𝑥𝑦

√𝑆𝑥𝑥𝑆𝑦𝑦

=
10577

√6528 × 23800
= 𝟎. 𝟖𝟒𝟖𝟓𝟔 𝒕𝒐 𝟓 𝒅. 𝒑. 

ii. 
There is a strong positive correlation between the takings of shop 𝑋 and the takings of shop 𝑌.  Therefore, in general, 
the more money shop 𝑋 takes in, the more money shop 𝑌 will take in.   
  



b) 

 
c) 
D is likely to represent takings on market day, since takings were much higher for both shops.   
I is likely to represent takings on the day with the severe weather, since takings were much lower for both shops.   
 
d) 
i. 

𝑟 =
𝑆𝑥𝑦

√𝑆𝑥𝑥𝑆𝑦𝑦

=
407.5

√1292.5 × 3850.1
= 𝟎. 𝟏𝟖𝟐𝟔𝟕 𝒕𝒐 𝟓 𝒅. 𝒑. 

ii. 
This number suggests a weak positive correlation, meaning that while the takings from the two shops may be 
related, there is no evidence to suggest a strong link between them.  Takings from shop 𝑋 and from shop 𝑌 are not 
closely correlated.   

 



 
 
6. 
a) 

𝑋~𝐵(26,0.06)     ⟹     𝑃(𝑥 = 2) = (
26
2

) × 0.062 × 0.9424 = 𝟎. 𝟐𝟔𝟓𝟎𝟏 𝒕𝒐 𝟓 𝒅. 𝒑. 

b) 
i. 

𝑌~𝐵(50,0.15)     ⟹     𝑃(𝑦 < 10) = 𝑃(𝑦 ≤ 9) = 𝟎. 𝟕𝟗𝟏𝟏 
ii. 

𝑃(𝑦 > 5) = 1 − 𝑃(𝑦 ≤ 5) = 𝟎. 𝟐𝟏𝟗𝟒 
iii. 

𝑃(6 < 𝑦 < 12) = 𝑃(𝑦 ≤ 11) − 𝑃(𝑦 ≤ 6) = 0.9372 − 0.3613 = 𝟎. 𝟓𝟕𝟓𝟗 
c) 
Population:     𝜇 = 𝑛𝑝 = 50 × 0.15 = 7.5        𝜎2 = 𝑛𝑝(1 − 𝑝) = 6.375 
 
Sample:     �̅� = 4.33        𝑠2 = 3.94.  Comparing these to the population parameters tells me that this store has not 
only a lower incidence of incomplete orders, but also less variation than the supermarket chain as a whole.   
 
  



 
 
7. 
a) 
Using midpoints for each class to use as 𝑥, and using the sample standard deviation formula: 

𝑠2 =
∑ 𝑓

∑ 𝑓 − 1
(

∑ 𝑓𝑥2

∑ 𝑓
− (

∑ 𝑓𝑥

∑ 𝑓
)

2

) = (
160

159
) (

657450

160
− (

10065

160
)

2

) = 152.8 …     ⟹     𝒔 = 𝟏𝟐. 𝟑𝟔 𝒕𝒐 𝟐 𝒅. 𝒑. 

 

�̅� =
∑ 𝑓𝑥

∑ 𝑓
=

10065

160
= 𝟔𝟐. 𝟗𝟎𝟔𝟐𝟓 

b) 
i. 

By the central limit theorem, means are distributed with mean �̅� and standard deviation 
𝑠

√𝑛
=

12.36

√160
≈ 0.97714 

𝑃(𝑥 < 𝑎) = 𝑝 (𝑧 <
𝑎 − 62.90625

0.97714 …
) = 0.99    ⟹     

𝑎 − 62.90625

0.97714 …
= 2.3263    ⟹     𝑎 = 65.179 𝑡𝑜 3 𝑑. 𝑝. 

By symmetry, confidence interval:    98% 𝑜𝑓 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑙𝑖𝑒 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙:    60.63 < 𝑥 < 65.18 
ii. 
61.7𝑘𝑔 lies within the confidence interval since 60.63 < 61.7 < 65.18, therefore is not statistically significant for a 
98% confidence interval.  Our sample data is insufficient to conclude that the mean of the population has risen.   

Produced by A. Clohesy; TheChalkface.net 
09/06/2014 


